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Observing system simulation experiments 
(OSSEs) provide a rigorous, cost-effective ap-
proach to evaluating the potential impact of new 

observing systems and alternate deployments of exist-
ing systems and to optimizing observing strategies. 
They are also used to prepare for the assimilation of 
new types of data in order to accelerate their applica-
tion to operational prediction as well as to optimize 
the assimilation of existing data. Examples of how 
OSSEs have been used are given in the sidebar “Past 
OSSEs and value to decision-makers.” OSSEs are an 

extension of observing system experiments (OSEs), 
which are data-denial experiments run to determine 
the impact of existing observing systems. Atmo-
spheric OSSEs determine the impact of new observing 
systems by performing data-denial experiments that 
assimilate synthetic observations simulated from a 
realistic nature run (NR) stipulated to represent the 
“true” atmosphere.

For the OSSEs to produce accurate quantitative 
results, all of the components of the OSSE system 
must be realistic. This means that

1)	 the NR, which is used to represent the atmo-
sphere, should be generated by a state-of-the-art 
numerical model;

2)	 there should be realistic differences between the 
NR model and the model used for assimilation 
and forecasting;

3)	 the assimilation methodology must conform to 
current or future practices;

4)	 observations should be simulated with realistic 
coverage and accurately calibrated errors; and

5)	 the entire OSSE system must be validated to ensure 
that the accuracy of analyses and forecasts and that 
the impact of existing observing systems in the 
OSSE are comparable to the accuracies and impacts 
of the same observing systems in the real world.

Because of these considerations, it is clear that as op-
erational forecast and data assimilation (DA) systems 
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evolve, OSSE systems must evolve in parallel. Expected 
development of operational systems will greatly chal-
lenge our ability to construct more realistic OSSE sys-
tems. An additional set of challenges will arise when 
future DA systems strongly couple the different Earth 
system components. A connection between these 
two types of challenges is evident in the continuing 
advance toward using more and more data that en-
tangle signals from different components of the Earth 
system, such as surface-affected microwave radiances. 
In response, future OSSE systems will require coupled 
models to simulate nature and coupled observation 
simulators. The requirements for future evolving 
OSSE systems and potential solutions to satisfy these 
requirements will be discussed in what follows.

One motivation for our consideration of future 
OSSEs is the development by the authors and our 
collaborators of a new advanced OSSE system for the 
National Oceanic and Atmospheric Administration 
(NOAA), which is based on the recently released 
National Aeronautics and Space Administration 
(NASA) Global Modeling and Assimilation Office 
(GMAO) global mesoscale NR (G5NR; Putman et al. 
2015). This new system replaces the OSSE capability 
based on the European Centre for Medium-Range 

Weather Forecasts (ECMWF) T511 NR (Andersson 
and Masutani 2010). As we have developed the new 
OSSE system, we see many opportunities for further 
improvements and anticipate that some of these po-
tential improvements will become requirements in 
the future as the OSSE technique is applied in new 
settings—in diverse and coupled domains and with 
the use of increasingly advanced and sophisticated 
simulations of nature and observations. For example, 
Halliwell et al. (2014, 2015) are now conducting OSSEs 
for the ocean. In addition, opportunities for further 
improvements are also challenges to current OSSEs 
and in general correspond to important consider-
ations when interpreting the experimental results of 
any particular OSSE in support of decision-making. 
Thus, the list of opportunities/challenges as well as 
our list of requirements for current OSSEs constitutes 
an “OSSE checklist,” which is provided both as a 
supplement to this article and as an interactive web 
page at www.aoml.noaa.gov/qosap/osse-checklist/. 
Previously, Atlas et al. (1985a,b) and Arnold and 
Dey (1986) provided suggestions for best practices 
for OSSEs.

In this paper, we will first define the OSSE method 
and introduce the concept of a coupled OSSE (see the 

O	SSEs are extremely useful in an- 
	swering numerous questions about 

the impact and optimal use of observ-
ing systems before they are developed 
and deployed. Since 1985 Atlas and 
others have conducted an extensive 
series of global OSSEs using the meth-
odology of the “Basic OSSE descrip-
tion” section. These OSSEs evaluated 
quantitatively the following:

1)	� The relative impact of tempera-
ture, wind, and moisture profiles 
from polar-orbiting satellites (Atlas 
et al. 1985a,b)—these experiments 
showed wind data to be more ef-
fective than mass data in correcting 
analysis errors and indicated signifi-
cant potential for space-based wind 
profile data to improve weather 
prediction. The impact on average 
statistical scores for the Northern 
Hemisphere was modest, but in 
approximately 10% of the cases 
a significant improvement in the 

prediction of weather systems over 
the United States was observed.

2)	� The relative importance of upper- 
and lower-level wind data—these 
experiments showed that upper-
level wind profile data, at and above 
500 hPa, provided most of the im-
pact on numerical forecasting (Atlas 
et al. 2001).

3)	� The impact of a space-based DWL 
(e.g., Rohaly and Krishnamurti 1993; 
Atlas 1997; Zhang and Pu 2010)—ex-
periments were conducted including 
the effect of different orbital con-
figurations and the effect of different 
amounts of power available to make 
observations; more recently, OSSEs 
were used to determine the specific 
requirements for space-based lidar 
winds for the proposed Global 
Wind Observing System and Global 
Tropospheric Wind Sounder mis-
sions (Atlas and Riishojgaard 2008; 
Riishojgaard et al. 2012; Ma et al. 
2015; Atlas et al. 2015).

4)	� The relative impact of the European 
Remote Sensing Satellite (ERS) and 
NASA Scatterometer (NSCAT) pri-
or to their launch—this relative im-
pact was confirmed after the launch 
of these instruments; in addition, 
OSSEs were used to develop and 
test an improved methodology for 
assimilating both passive and active 
microwave satellite surface wind 
data, which led to the first benefi-
cial impact of scatterometer data 
on numerical weather prediction, as 
well as to the assimilation of Special 
Sensor Microwave Imager (SSM/I) 
wind speed data (Atlas et al. 1996; 
Atlas and Hoffman 2000; Atlas et al. 
2001, 2011; Atlas 2004).

5)	� The quantitative impact of ob-
servations from the Atmospheric 
Infrared Sounder (AIRS) and the 
importance of cloud clearing, which 
was later confirmed with real AIRS 
data (Chahine et al. 2006).

PAST OSSES AND VALUE TO DECISION-MAKERS
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next section). Since OSSEs are most 
advanced for global atmospheric 
forecast and DA systems, we draw 
examples from our development 
of a new NOAA OSSE system (see 
the “Development of a new OSSE 
system” section). Then, the future of 
each major OSSE system component 
is considered in turn in the “Future 
nature runs” section, the “Future 
forecast and data assimilation sys-
tems” section, and the “Future obser-
vation simulation methods” section. That is followed 
by the section discussing future observing systems of 
interest. OSSE validation and calibration procedures 
are described next, again from the viewpoint of the 
G5NR. A look ahead to future OSSEs and enhance-
ments to the OSSE system is given in the final section.

OSSE SYSTEM COMPONENTS. Basic OSSE de-
scription. The methodology currently used for OSSEs 
was established in the early 1980s to increase the real-
ism and usefulness of such experiments (Atlas 1997; 
Atlas and Pagano 2014). It consists of the following 
elements (shown schematically in Fig. 1):

1)	 A long atmospheric model integration using a 
very high-resolution “state of the art” numerical 
model to provide a complete record of the as-
sumed “true” state of the atmosphere referred to 
as the “nature run” or “reference atmosphere”—
for the OSSE to be meaningful, it is essential that 
the NR be realistic, that is, that it possesses a 
model climatology, patterns of storm tracks, etc., 
that agrees with the real atmosphere to within 
prespecified limits.

2)	 Simulated conventional and remotely sensed ob-
servations from the NR—all of the observations 
should be simulated with observed (or expected) 
coverage, resolution, and accuracy. In addition, 
systematic errors and horizontal and vertical cor-
relations of errors with each other and with the syn-
optic situation should be introduced appropriately.

3)	 Control and experimental data assimilation 
cycles—these are as similar as possible to opera-
tional assimilation cycles. Note that a different 
model from that used to generate the NR is used 
for assimilation and forecasting. Typically this 
model has less accuracy and resolution than the 
NR model. Ideally, the differences between the as-
similation and nature models should approximate 
the differences between an operational model and 
the real atmosphere.

4)	 Forecasts produced from the control and experi-
mental assimilations—the analyses and forecasts 
are then verified against the NR to obtain a 
quantitative estimate of the impact of proposed 
observing systems and the expected accuracies of 
the analysis and forecast products that incorpo-
rate the new data.

An important component of the OSSE that 
improves the interpretation of results is validation 
against a corresponding OSE. In this regard, the ac-
curacy of analyses and forecasts and the impact of 
already existing observing systems in simulations 
is compared with the corresponding accuracies and 
data impacts in the real world. This ensures that the 
results of the OSSEs are credible and realistic.

Coupled OSSE systems. In a coupled OSSE system, the 
NR is generated with a coupled Earth system model. 
Here, individual components of the Earth system are 
modeled separately, but these models are coupled in a 
number of ways. For example, coupling between atmo-
sphere and ocean is performed via fluxes at the ocean 
surface. For a coupled atmosphere and chemistry 
model, the coupling could be one way with the atmo-
sphere providing winds, temperature, and humidity 
to the chemistry model. Or the chemistry model could 
feed back species concentrations and aerosols for use 
in the atmospheric radiative heating calculation. In 
a coupled OSSE system the data simulation should 
make use of information from the various component 
models. Another form of coupling is to host a higher-
resolution limited-domain model in a coarser global 
model. In this scenario lateral boundary conditions are 
passed from the global model to the embedded model 
(and possibly back to the global model). Observations 
should be simulated using the high-resolution model 
where possible and the low-resolution model other-
wise. An example of this type of coupling—in the 
Hurricane Weather Research and Forecasting Model 
(HWRF) OSSE system—is given by Atlas et al. (2015).

Fig. 1. A top-level view of an OSSE system. For regional OSSEs the 
NR is taken to be a high-resolution regional (or hurricane) NR, which 
is embedded in a global NR. Elements taken from the operational 
DA system are shaded in green. 
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DEVELOPMENT OF A NEW OSSE SYSTEM. 
The new or G5NR OSSE system contains comprehen-
sive improvements compared to the old or T511 OSSE 
system. Note that we name these systems for the NR 
used, although it is entirely possible to change out the 
NR and keep everything else in one of these systems. 
Table 1 provides a summary of the T511 and G5NR 
OSSE system components, which are described in the 
following paragraphs.

ECMWF T511 global nature run. The T511 NR was 
generated by ECMWF. The T511 NR is described by 
Andersson and Masutani (2010) and is a free-running 
forecast from 1 May 2005 to 1 June 2006 that used 
observed sea surface temperature and sea ice. The 
T511 spectral truncation corresponds to a horizontal 
resolution of 26 km and there are 91 vertical levels. 
[Note that here and elsewhere, for a given spectral 
resolution, we report the equivalent L1 resolution, as 
defined by Laprise (1992).]

GMAO mesoscale-resolution nature run (G5NR). The 
GMAO 7-km-resolution NR (known as the G5NR) 
is a nonhydrostatic global mesoscale simulation for 
the period 16 May 2005–16 June 2007 produced with 
the Goddard Earth Observing System (GEOS-5) at-
mospheric general circulation model (Putman et al. 
2015). The geometry of G5NR is the cubed sphere, in 
which Earth is projected onto a cube. This allows great 
computational speed through parallelization. Each face 
of the cube has 1440 × 1440 grid points, approximately 
2 million points per face. With six faces and 72 layers at 

each location, the G5NR divides the global atmosphere 
into almost 900 million computational volumes. The 
G5NR output takes up nearly 4 petabytes of storage and 
was produced in just over 75 days of dedicated com-
putation on the NASA Center for Climate Simulation 
(NCCS) Discover cluster. Since navigating the cubed 
sphere is nontrivial, the G5NR output is saved onto a 
7-km (1/16° × 1/16° or 0.0625° × 0.0625°) latitude–lon-
gitude grid every 30 min. The data may be downloaded 
or accessed remotely via the Open-source Project for a 
Network Data Access Protocol (OpenDAP).

Figure 2 shows a snapshot of the very realistic simu-
lated weather in G5NR. A comprehensive validation 
study by GMAO (Gelaro et al. 2014) shows that the 
G5NR performs well as measured by a majority of met-
rics considered. Particular benefits derived from the 
7-km resolution of G5NR include realistic representa-
tions of extreme weather events in both the tropics and 
extratropics. Some deficiencies of the G5NR noted by 
Gelaro et al. (2014) potentially have important implica-
tions for OSSEs due to, for example, the differences in 
cloudiness in the G5NR and in reality.

Observation simulation. For observation types that 
already exist, observations are simulated according 
to the types, including both conventional and satel-
lite, and locations and times as observed in reality. 
By running a real data assimilation, template files 
are created. Then, the NR is interpolated to the time 
and position of the real observations and the observed 
quantities are simulated. The resulting NR values, 
with errors added, replace the corresponding values 

Table 1. Component-by-component comparison of the T511 OSSE system and the new G5NR OSSE sys-
tem. Acronyms used in the table and not defined in the text are Community Radiative Transfer Model 
(CRTM), Stand-Alone AIRS Radiative Transfer Algorithm (SARTA), and Verification Statistics Data 
Base (VSDB). Also note that the abbreviation “obs” is used for observation. (Table created by S. P. F. 
Casey, JCSDA.)

System component T511 OSSE system New G5NR OSSE system

NR Nature run ECMWF T511 GMAO 7 km (ECMWF T1279)

Obs Conventional obs errors Perfect obs Random error + bias

Radiance obs errors Random error Random error + bias

GNSS/RO obs type Refractivity Bending angle

GNSS/RO obs errors None Random error + bias

Geo-HSS obs simulation SARTA (University of Wisconsin) CRTM (JCSDA)

GDAS GDAS version 2012 2014

GDAS analysis Hybrid GSI/EnKF (T382/T190) Hybrid GSI/EnKF (T574/T574)

GDAS forecast T382 GSM T1534 GSM

Radiance bias correction Two part, slow convergence Unified, fast convergence

CRTM version 2.0.5 2.1.3

VSDB software Version 16 Version 17
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in the template files. The following data types are 
identified:

•	 conventional data, principally, surface observa-
tions including ships and buoys, radiosondes, and 
aircraft reports;

•	� cloud track winds (CTWs) from geostationary imag-
ery in low to midlatitudes and from polar-orbiting 
instruments [e.g., Moderate Resolution Imaging 
Spectroradiometer (MODIS)] in high latitudes;

•	� Global Navigation Satellite System/Radio Oc-
cultation (GNSS/RO) profiles of temperature and 
humidity; and

•	� radiances for infrared (IR) and microwave (MW) 
operational observing systems.

The use of PrepBUFR [i.e., preprocessed and qual-
ity controlled observations in the Binary Universal 
Form for the Representation of meteorological data 
(BUFR)] files and other templates of this sort from 

Fig. 2. A top-down view in the visible (i.e., as seen from space) of the G5NR at 0000 UTC 11 Sep 2006. Two 
major hurricanes are present. One is making landfall on the Gulf Coast and the second is south of Baja Cali-
fornia. The labels indicate that at this time they are both category 3 hurricanes with central pressures of 938 
and 941 hPa, respectively. (Graphic created by W. Putnam, NASA GMAO.)
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data assimilation cycles in real life provides an ef-
ficient shortcut, but should not be used in future 
OSSEs. One advantage is that this strategy skips most 
preprocessing and data selection steps, including 
gross quality control (QC), observation innovation 
[i.e., the observation minus background (O − B)] QC, 
and data thinning. This ensures realistic numbers 
of simulated observations and, for some observing 
systems, realistic locations of simulated observations. 
The associated problem is that this strategy incor-
rectly locates some types of simulated observations 
with respect to the geophysical phenomena such as 
clouds and precipitation, which are typically entirely 
uncorrelated between reality and the NR. In recent 
and current experiments this issue is mitigated since 
the current operational DA systems do not use obser-
vations affected by clouds and precipitation. In future 
OSSEs, observation locations should be determined 
from first principles. For example, the locations of 
satellite observations should be determined from the 
parameters describing the orbit and sensor viewing 
geometry. Observations should be simulated includ-
ing the effects of the clouds, precipitation, etc. pres-
ent in the instantaneous field of view (IFOV). Then, 
the QC and data thinning procedures in the OSSE 
would identify and reject cloud- and/or precipitation-
contaminated observations.

Forecast system. The T511 OSSE system uses the 
T382L64 (35-km horizontal resolution, 64 vertical 
layer) version of the Global Spectral Model (GSM) 
that was operational as of 31 May 2005. The G5NR 
OSSE system uses the T1534L64 (9-km horizontal 
resolution, 64 vertical layer) semi-Lagrangian version 
of the GSM that became operational on 14 January 
2015. Ideally, resources permitting, the NR would 
have considerably greater resolution than the forecast 
model. The physics and dynamics of the GSM are sub-
stantially different than those of the GEOS-5 model. 
While it is desirable to use the operational DA system 
for OSSEs, the G5NR OSSE system also optionally 
can use the T670L64 (20-km horizontal resolution, 
64 vertical layer) research DA system.

Data assimilation system. Recent and planned global 
OSSEs use the operational National Centers for En-
vironmental Prediction (NCEP) Global Data Assimi-
lation System (GDAS; Kleist et al. 2009). Currently, 
the GDAS system combines the Gridpoint Statistical 
Interpolation analysis system (GSI) and an ensemble 
Kalman filter (EnKF). The GSI is a three-dimensional 
variational analysis system that assimilates a wide 
range of data types, including satellite radiances. GSI 

includes a variational bias correction for radiances. 
The GSI combines a background estimate (i.e., a 6-h 
forecast) of the atmospheric state and a selection of 
recently observed data valid within 3 h of the analysis 
time. The stand-alone GSI uses static (or climato-
logical) background error statistics. In contrast, 
the EnKF implements the traditional Kalman filter 
update equation but uses an ensemble of short-term 
forecasts to estimate background-error covariances. 
In the systems described here, the size of the ensemble 
is 80. In the hybrid GSI–EnKF, the EnKF provides an 
estimate of the background error covariances that 
depends on the synoptic weather situation. For the 
GSI component, the estimates from the EnKF and 
from the static climatological background error co-
variances are combined. The GSI solution is then used 
to recenter the EnKF ensemble before advancing to 
the next analysis time. In the T511 OSSE system, the 
GSM/GSI/EnKF systems use a spectral resolution of 
T382/T382/T190, and in the G5NR OSSE system, the 
GSM/GSI/EnKF use a spectral resolution of T1534/
T574/T574 or T670/T254/T254 in the research and 
development version. This notation, for example, 
T1534/T574/T574, means that the T1534 6-h forecasts 
for the GSI background are spectrally truncated at 
T574 and that the EnKF 6-h forecasts and analyses 
use T574 resolution.

FUTURE NATURE RUNS. Future global NRs 
will enhance the standard set by the G5NR. As a mini-
mum, future NRs will be based on nonhydrostatic me-
soscale models resolving phenomena on the kilometer 
scale in the horizontal and on the subkilometer scale in 
the vertical. The vertical resolution should be sufficient 
to simulate realistic boundary layer and tropopause 
processes. Complete interacting physical parameter-
izations of clouds, hydrometeors, and radiation in 
the atmosphere are included in current atmospheric 
models. For simulating observations it is especially 
important to have realistic NR clouds—with realistic 
occurrence in space and time of the naturally occur-
ring types—in order to have a realistic coverage and 
accuracy of simulated infrared and visible radiances 
and other data types affected by clouds. In addition 
to higher resolution, in future NRs, exchanges of 
momentum, energy, and mass with the surface will 
be coupled with ocean and land surface models that 
include realistic seasonal variations of sea ice, snow 
cover, and vegetation. Realistic surface conditions are 
required to simulate surface-affected infrared and 
microwave radiances with correct coverage and accu-
racies. Still, clouds, hydrometeors, and land surfaces 
have variations on the scale of meters to tens of meters 
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that have important impacts 
on real observing systems. 
We return to this issue in the 
section on tuning simulated 
observation errors.

For the purpose of dem-
onstrating realistic differenc-
es between the NR and the 
forecast model, the NR can 
be used to initialize an OSSE 
model forecast (see example 
in the “Predictability experi-
ments” section and Fig. 3). 
For verification, simple in-
terpolation to pressure levels 
and a coarse horizontal grid 
is adequate, but for initial-
ization, interpolation errors 
and imbalances should be 
simultaneously minimized. 
One approach is to assimilate 
evenly distributed error-free 
dropwindsonde-like obser-
vations until the observation 
innovations (O − B) statistics 
asymptote. An alternative is to interpolate to the 
forecast model grid and apply a digital filter (Lynch 
and Huang 1994) to remove spurious gravity waves. 
In an OSSE, a similar strategy could be used to obtain 
initial conditions for the NR model from the forecast 
or data assimilation system (i.e., initial conditions 
corresponding to an analysis or forecast). Forecasts 
made by the NR model and the operational forecast 
model could then be compared to assess the relative 
importance of initial state and model errors.

FUTURE FORECAST AND DATA ASSIMI-
LATION SYSTEMS. DA systems are constantly 
evolving. To maximize relevance, OSSEs should be 
conducted with up-to-date versions of operational DA 
systems. These systems regularly increase their resolu-
tion and complexity. OSSEs will be needed for diverse 
analysis and forecast systems and domains, either 
individually or coupled. These include global, hur-
ricane, and severe storm atmosphere domains; global, 
basin, and coastal ocean domains; global, continental, 
regional, and urban area air quality domains; as well 
as for land surface, sea ice, hydrological, and ecological 
systems in various settings. In coupled Earth systems, 
there will often be large differences in time scales 
between the components. This may require extensive 
spinup periods and corresponding long coupled NRs 
to allow equilibration in the OSSE system.

In the future, forecast systems will increas-
ingly include ensembles of forecasts as the impetus 
for providing probability information increases 
(Hirschberg et al. 2011). This will increase the 
computational demands for operational systems 
and therefore for OSSE systems. In addition, large 
samples of ensemble forecasts are needed to validate 
probability forecasts—much larger than for deter-
ministic forecasts. If the forecast initial ensemble 
can be converted into its initial conditions for the 
NR model (as described in the section on future 
nature runs), then the true probabilistic forecast 
skill—that of the NR—could be compared to that 
of the operational forecast model.

OSSE systems borrow operational forecast and DA 
systems. Therefore, in order to keep pace with opera-
tions, OSSE systems have demanding requirements 
for computational resources. An additional require-
ment is to port or adapt the operational computer 
codes to research computational systems. In addition, 
this generally entails adapting the suite of operational 
code libraries. It is now generally recognized that in 
support of research to operations (R2O), a comple-
mentary operations to research (O2R) process should 
be put in place. At the Joint Center for Satellite Data 
Assimilation (JCSDA), the OSSE system directly le-
verages the existing robust O2R process for porting 
the GSM and GDAS (Kumar et al. 2015).

Fig. 3. Global RMSE for predictability experiment temperature forecasts (K) 
initialized at 0000 UTC during the period 5–20 Sep (a) in 2005 in the simula-
tion and (b) in 2013 in reality. The RMSE is plotted vs forecast time (hours, 
x axis) and pressure (hPa, y axis). (Graphic created by H. Wang, NOAA/ESRL.)
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FUTURE OBSERVATION SIMULATION 
METHODS. Future OSSEs will need to accurately 
simulate all observations used by future DA systems. 
As observations with more complex error character-
istics are included in the DA, the OSSE simulation 
procedures, including the generation of errors, will 
become more complicated and require more atten-
tion to detail to assure realistic results. Ideally, the 
OSSE simulation of errors should include phenomena 
in the NR not in the DA observation operator and 
phenomena in nature not in the NR. For example, 
representativeness error includes scales not included 
in the DA system, including those small scales both 
included and not included in the NR. Note that using 
the same observation operator in the DA and in simu-
lating the observations should be accompanied by 
simulating the additional source of errors due to the 
forward problem (e.g., the radiative transfer model). 
Using different forward models does not ensure that 
the forward problem errors are realistically included 
in the OSSE, but using the same forward problem 
definitely leaves out these errors.

Current operational data selection avoids obser-
vations “contaminated” by phenomena that are not 
accurately represented in the DA system and/or are 
ambiguously related to the analysis variables (i.e., to 
the state vector). These unused observations, such as 
cloud- and precipitation-affected radiances, present 
opportunities and challenges for future research in 
DA. Currently, substantial progress is being made 
in the assimilation of all-sky microwave radiances 
(Bauer et al. 2010; Geer et al. 2014; Haddad et al. 2015) 
and all-sky IR radiances (Okamoto et al. 2014). When 
the DA system assimilates both cloud-free and cloud-
affected infrared radiances, the error characteristics 
of these two subsets will be very different and may 
vary with cloud type, synoptic situation, and other 
factors. Even if the DA system greatly simplifies how 
the error statistics are specified, the OSSE observation 
simulation should aim for great fidelity.

Some of the “contaminated” observations include 
signals from more than one Earth system com-
ponents, for example, surface-affected microwave 
radiances. These observations will be accurately 
represented and fully utilized in future coupled DA 
systems. For quite some time, it has been common in 
NWP experiments to assimilate measured satellite ra-
diances directly rather than applying inversion tech-
niques to retrieve modeled geophysical parameters 
(Kalnay 2002). This shift in NWP from retrievals to 
radiances has had a significant positive impact that 
has been well documented (Derber and Wu 1998). 
However, this approach has not yet been applied to 

the assimilation of ocean-, land-, or ice-affected sat-
ellite observations because such an approach is only 
possible if the entire geophysical state necessary for 
reconstructing a simulated observation is available 
at the assimilation time. A significant opportunity 
that arises in the advent of strongly coupled data 
assimilation is the ability to form a mapping that 
transforms the full Earth system state into a set of 
synthetic observations based on the same observing 
principles used by real-world instruments.

A practical implementation of a coupled DA sys-
tem is most direct when starting from separate EnKF 
systems because the EnKF needs only the observation 
innovations. Thus, all that is needed is an observation 
operator that makes use of model state information 
from the various component models to evaluate the 
coupled background in observation space. The result-
ing observation innovations are then provided to each 
EnKF and each of the analyses can proceed in parallel 
independently. With a coupled NR, as in a coupled 
observation operator within a coupled DA system, the 
observation simulation should include the most de-
tailed and realistic representations across the coupled 
models. So, one should use the land surface specifica-
tion from the land model, not the atmospheric model, 
if both land and atmospheric model components 
are present. Also, the inner-most grid covering the 
observation location should be employed when using 
coupled mesoscale and global atmospheric models.

Error simulation. Rigorous OSSEs must simulate the 
various types of errors that exist in the real world. 
These include random errors, instrumental errors, 
calibration errors, representativeness errors, and 
systematic errors. Representativeness error is also 
included in DA systems, and accounts for differences 
between what is measured by the observations and 
the model simulations of these observations. For 
simulating observations, representativeness error 
should include differences due to all phenomena that 
affect the observation in reality and how those phe-
nomena are represented in the NR. In other words, 
representativeness error comes from phenomena in 
the real world that are not represented correctly or 
not represented at all in the NR model or the observa-
tion simulation procedure. Examples of phenomena 
contributing to representativeness error are wind 
gusts and turbulence; small-scale features in clouds, 
topography, SST, land surfaces, and vegetation; and 
temporal changes in vegetation and soil moisture.

To simulate realistic errors, including realistic cor-
relations in space, time, and with respect to various 
phenomena in nature, two approaches are possible and 
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should be pursued in tandem. For examples of realistic 
error simulation, see Atlas et al. (1985a), Arnold and 
Dey (1986), Errico et al. (2013), and Atlas et al. (2015). 
The two approaches are designed to 1) develop more 
accurate and probably more complex statistical models 
of the errors and 2) simulate the observations with 
greater fidelity. The statistical approach might involve 
extensive studies of observation innovations (O − B) 
collected from an operation system and employing a 
variety of stratification or sub-setting strategies. Such 
studies could also benefit the specification of error 
statistics in DA systems. The high-fidelity simulation 
approach might make use of engineering models of 
the instrument and high-resolution geophysical pa-
rameters (e.g., real high-resolution cloud fields, land 
surfaces, etc.) from situations that are analog matches 
between the NR and reality. Analog matches may also 
be useful for obtaining realistic observing patterns 
for observing systems that involve complex human 
decision-making processes that we might not want to 
simulate. For example, patterns of observations from 
commercial aircraft depend on flight paths, which in 
turn depend on nowcasts and short-term forecasts of 
winds and turbulence at flight level.

Instrument manufacturers routinely develop ex-
tremely detailed and accurate sensor simulation models 
that are used for proof-of-concept and trade studies. 
Such models are in use both for existing and, at least 
past the proof-of-concept phase, for proposed instru-
ments. These sensor simulation models could in theory 
be used directly in the OSSE simulations; however, they 
are likely proprietary and very demanding of computer 
resources. An alternative is to work with the instru-
ment manufacturer to develop a database of simulated 
observations for a set of cases spanning all possible 
environmental conditions. Such a database could then 
be used to develop a somewhat simplified physical 
or neural net model of the sensor error. The detailed 
calculations should include everything possible that 
might affect the observations in reality. Geophysical 
parameters/processes and spatial/temporal scales not 
included in NR should be included here. Even though 
these processes and scales cannot be specified directly 
from the NR, these should be realistic and consistent 
with NR.

Tuning simulated observation errors. Errico et al. (2013) 
describe an iterative method of tuning the variance 
of the random component of the simulated observa-
tion error for an OSSE. The process aims to match 
the innovation variance in reality and in the OSSE. In 
practice so far, the mean of the innovation has been 
ignored, but it is possible to also tune the constant (i.e., 

systematic) component of the simulated observation 
error by matching the mean of the innovations in real-
ity and in the OSSE. However, care must be exercised 
when using this procedure to estimate a constant error 
component since systematic errors in the observations 
and in the forecast model may be commingled, with 
the possibility of assigning forecast model errors to an 
unbiased observing system. The estimates of simulated 
observation error statistics are implicit and therefore 
iterative. For purely random errors, Errico et al. (2013) 
report essentially immediate convergence; however, in 
the general case, acceleration factors may be used to 
speed the convergence. When converged, the innova-
tion statistic sampled from reality is equal to the sum 
of the perfect innovation statistic from the simulation 
and the simulation error statistic, where the statistic 
is either the mean, variance, or covariance. Here, the 
perfect innovations—the difference between the “per-
fect” simulated observations and the background in 
observation space—contain errors due to the process 
of mapping the NR and background to the observa-
tions and due to the background errors.

Potential advances in simulating observations. Examples 
of some possible improvements to current methods of 
simulating observations are presented here. Typically, 
the current method involves interpolating the NR to the 
observation locations from reality, running the forward 
model and adding errors. This approach is not satisfac-
tory in many cases for current observing systems and, 
often, is impractical for new observing systems. The 
proposed improvements are based on more realistic 
simulation of the observing processes that occur in 
reality and the use of naturally occurring analogs.

Atmospheric motion vectors (AMVs). As an example 
of more realistic simulation of the processes that cre-
ate observations in reality, future simulation of AMVs 
(including cloud-track winds) should include the op-
erational (or near operational) systems that generate 
AMVs. For this purpose realistic imagery must be 
simulated from the NR. The simulated imagery must 
be of sufficiently high spatial and temporal resolution. 
This is a moving target as operational AMV systems 
evolve. Currently, imagery with 3–5-km spatial reso-
lution every 15 min is used.

A prototype of how simulated AMVs might be 
generated is described by Bormann et al. (2014). In that 
study geostationary Spinning Enhanced Visible and 
Infrared Imager (SEVIRI) imagery for Meteosat-8 was 
generated using the RTTOV [i.e., Radiative Transfer 
for the Television and Infrared Observation Satellite 
(TIROS) Operational Vertical Sounder (TOVS)] 
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package every 15 min from a high-resolution Weather 
Research and Forecasting (WRF) Model run, and 
infrared and water vapor AMVs were derived from 
sequences of three (cloudy) images. An advantage of 
this approach is that realistic vector wind and height 
assignment errors would be generated automatically 
(Hernandez-Carrascal and Bormann 2014).

Natural analogs as an aid to observation simulation. 
There are cases where natural phenomena that are 
known to affect observations are not present in the 
NR and cannot be realistically represented given the 
limitations and capabilities of current forecast models. 
In such cases, a possible approach to include these ef-
fects in the simulated observations is to use naturally 
occurring analogs to select supplemental observations 
of the missing phenomena that are then input into the 
observation simulation method. By finding analog 
matches in a reanalysis for the NR at the observation 
location and time, the required natural phenomena 
can be sampled from reality at the matching reanalysis 
location and time. Given the NR and a reanalysis, the 
analog-matching process requires definition of the 
matching metric and a database of natural phenomena. 
For example, real radiances depend on cloud field de-
tails, such as the cloud spatial patterns within the IFOV 
of the sensor. For this application, the matching metric 
might be the difference between the temperature and 
humidity profiles in the NR and in the reanalysis, and 
the database of high-resolution cloud patterns might be 
MODIS imagery. In this example, only reanalysis times 
and locations associated with MODIS imagery should 
be included in the set of possible matches.

The analog match method could also be applied 
to cases where the location and timing of the obser-
vation is determined in part by internal decisions 
in the observing system that may be difficult to 
simulate. For example, for observations from com-
mercial aircraft the analog match metric would be the 
difference between the large-scale flight-level winds 
between the origin and destination of a particular 
flight (e.g., IAD − LHR) and the observations would 
be evaluated from the NR along the flight path that 
actually occurred on the matching day. Variations on 
this approach might be used for reports from ships 
at sea. Ships of course tend to avoid storms, but real 
ship tracks might directly transect a storm in the NR. 
In the future, OSSEs may need to simulate reports 
from automobiles, mobile phones, social media, and 
other technologies that depend on human behavior, 
which is influenced by the weather, day of the week, 
holidays, and many other factors that would need to 
be controlled for in applying an analog technique.

FUTURE OBSERVING SYSTEMS. Potential 
new or enhanced observing systems of current inter-
est include the following:

•	 Geostationary Hyperspectral Sounder (Geo-
HSS)—proposed IR hyperspectral sounder (HSS) 
sensors in geostationary Earth orbit (GEO) (e.g., 
Smith et al. 2004; Bingham et al. 2013);

•	 Global Navigation Satellite System/Radio Oc-
cultation (GNSS/RO)—additional and possibly 
improved GNSS/RO receiving satellite constella-
tions (e.g., Cucurull et al. 2013); 

•	 Geostationary Microwave (Geo-MW)—proposed 
MW instruments in GEO (e.g., Lambrigtsen 2015);

•	 Optical Autocovariance Wind Lidar (OAWL)—a 
proposed Doppler wind lidar (DWL) (Schwiesow 
and Mayor 1995); OSSEs using both the T511 NR 
and the HNR1 have been conducted (Atlas et al. 
2015 and references therein);

•	 unmanned aerial systems (UASs)—OSSEs are be-
ing used to compare different sampling strategies 
for NOAA UASs (e.g., Privé et al. 2014; Wang et al. 
2015); and

•	 Cyclone Global Navigation Satellite System 
(CYGNSS)—CYGNSS is a NASA mission that will 
launch a constellation of microsatellites that use 
reflected signals from existing GNSS satellites to 
retrieve the ocean surface wind speed. Preliminary 
OSSEs using the HWRF OSSE system are reported 
by Annane et al. (2015).

Each type of observing system has individual char-
acteristics that should be accounted for in an OSSE. 
As examples, we discuss the challenges for future 
OSSEs, which are also caveats for current OSSEs, to 
fairly assess the full potential of observations from 
Geo-HSS and GNSS/RO.

Geo-HSS OSSEs. There is great potential for Geo-HSS 
in terms of temporal, spatial, and spectral coverage. 
However, much of the data that Geo-HSS would observe 
would not be used in current DA systems. This is true 
for existing instruments: channels that are impacted by 
clouds, precipitation, or surface conditions are not used. 
Few channels are used that are sensitive to temperature 
in the boundary layer or to humidity at any level. As 
an example, the number of AIRS channels observed 
by the Aqua satellite is 2378, but only 145 channels are 
actually assimilated operationally in the GDAS system. 
Clearly, reaching the full potential of Geo-HSS will 
require enhancements to the operational DA systems.

An important further potential of Geo-HSS is 
in the possibility to leverage its high spatial and 
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temporal resolution to determine AMVs. AMVs are 
an important dataset for DA, but are mostly limited 
to GEO imagery, and high-latitude imagery from 
LEO sensors in polar orbits. Designs of proposed 
Geo-HSS instruments would allow the generation of 
huge volumes of AMVs both from tracking clouds 
in window channels and from tracking features in 
water vapor channels. Achieving the potential of these 
data will require advances in the production and use 
of AMVs. Geo-HSS instruments also have potential 
value to monitor surface characteristics (e.g., soil 
moisture) and air quality (e.g., trace species), as well as 
in various near-cast applications (e.g., severe weather 
watches and warnings). (See discussion of OSSEs for 
warning systems in the final section of this paper.)

GNSS/RO OSSEs. The largest contribution to im-
proving weather forecast skill over the last decade 
has come from the assimilation of microwave and 
infrared radiances from passive nadir sounders. 
However, these observations contain systematic er-
rors (i.e., errors that occur regularly in similar situ-
ations). These “biases” can be quite significant and 
can mask the information content of the observations 
themselves. Therefore, the assimilation of radiances 
in operational NWP requires corrections for these 
systematic errors. Modern DA systems include a 
variational bias correction (VarBC) to identify and 
correct systematic radiance errors (e.g., Auligné et al. 
2007; Zhu et al. 2014). Zhu et al. (2015) describe apply-
ing the variational bias correction (VarBC) method 
to aircraft temperatures as well, and this approach is 
operational now at ECMWF and is expected to soon 
become operational at NCEP. The VarBC procedure 
requires some independent unbiased observations to 
be assimilated in the system that can act as “anchor” 
points, which thus prevent a drift of the analysis 
and forecasts to the model climatology. Since RO 
observations are, for practical purposes, unbiased 
and occur at times and in regions not well sampled 
by radiosondes, these data are ideal anchor points 
(Cucurull et al. 2014). RO data are almost insensitive 
to clouds and precipitation and depend ultimately 
on very precise measurements of the time delay of 
the received GNSS signals, relative to the expected 
travel time in a vacuum. NOAA has been assimilat-
ing GNSS/RO observations into its operational GDAS 
since 1 May 2007. Since then, RO observations have 
shown a positive impact on global numerical weather 
prediction worldwide, complementing infrared and 
microwave observations from satellites (Cucurull 
2010; Anthes 2011). RO data reduce the model drift 
and the resulting spurious drift in the bias corrections 

applied to other observations, thus improving the as-
similation of other observations, including radiances 
(WMO 2012). Thus, the use of RO observations in 
operational weather forecasting is beneficial because 
of two different effects: first, from the direct effect of 
the observations by providing accurate, precise, and 
independent information on the thermodynamic 
state and, second, by improving the VarBC applied 
to the radiance observations.

OSSE VALIDATION AND CALIBRATION: 
EXAMPLE OF THE G5NR. Before OSSEs are 
conducted, validation and calibration studies should 
be undertaken to assess the accuracy of the OSSE 
system. First, the NR must be examined to determine 
in what ways it deviates from reality. Differences from 
reality are not necessarily showstoppers—in fact, no 
NR will be identical to reality in all respects. However, 
these differences should be documented to ascertain 
the applicability of results from OSSEs using the NR. 
In other words, a particular NR may be valid for some 
OSSEs, and not for others.

The OSSE system should also be validated and 
calibrated if necessary. Various DA and forecast 
statistics in the OSSE system and reality should be 
similar. Ideally, the differences should not be statis-
tically significant. To some extent, differences can 
be removed by calibration. Typically, calibration of 
the simulated observation errors may be required. 
When we are interested in assessing the impact of 
an observing system on an existing DA system, we 
ordinarily would not change the forecast model. 
However, to ensure that the forecast model and NR 
model are not too similar, it may be necessary to 
make some changes to the physical parameterizations 
in the forecast model or even in the model used to 
generate the NR. [In most of the earliest OSSEs (those 
conducted prior to the 1980s), the forecast and NR 
models were often the same and this “identical twin” 
setup typically led to overly optimistic OSSE forecast 
impacts.] The OSSE results may also be calibrated 
empirically using a comparison between an OSE 
and OSSE data-denial experiment to scale the OSSE 
impact for a new observing system (e.g., Hoffman 
et al. 1990).

Examples of OSSE validation and calibration stud-
ies for the G5NR OSSE system are summarized in the 
following paragraphs.

Predictability experiments. The forecast model used 
to generate the NR and employed in the DA system 
should be realistically different. To demonstrate 
that this is true for the G5NR and GSM, the GSM 
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was initialized with G5NR initial conditions (Casey 
et al. 2015). The forecast skill of the GSM to predict 
the real atmosphere and the G5NR were compared. 
Differences exist in the sense that GSM is better at 
predicting the NR than the real world, but these 
differences in how fast forecast errors grow are 
small enough to conclude that there will be no twin 
problem. For example, Fig. 3 shows that the growth 
of error in temperature for these two situations is 
quite similar.

Reality to simulation validation. A very sensitive valida-
tion of the entire OSSE system is obtained by running 
parallel OSEs and OSSEs at the start of the NR when 
the NR and the real atmosphere are very similar. We 
call this the reality to simulation validation (RSV) 
method. For RSV the first OSE begins well before 
the start of the NR and assimilates only conventional 
data. At the start of the NR, the OSE continues and 
the OSSE begins from the OSE model state. There 
should be a smooth hand off from OSE to OSSE at 
the start of the NR, after which the OSE and OSSE 
results should closely parallel each other. If not, it is 

very likely that the conventional data are not prop-
erly simulated. Additional RSV experiments add one 
other observing system to the conventional data. Such 
experiments validate the added observing system 
and should demonstrate that the impact of adding 
the observing system is nearly the same in the OSEs 
and the OSSEs.

For a successful RSV, all components of the OSSE 
system must be calibrated and perform properly. For 
example, it may be necessary to calibrate observation 
errors statistics for the conventional observations 
following the procedure outlined in the “Tuning 
simulated observation errors” section. In the valida-
tion reported by Casey et al. (2015) a single iteration 
to correct the random errors used in the simulated 
observations was sufficient to bring RMSE values 
to a point where the differences between real and 
simulated radiosonde RMS errors were not statis-
tically significant. Figure 4 demonstrates this for 
radiosonde temperatures in which the right panel 
shows the good agreement obtained after adding 
random errors to the “perfect” simulated radio-
sondes observations.

Fig. 4. Global mean and RMS differences for temperature innovations (O – B, plotted in red) and analysis departures 
[observations minus analysis (O – A), plotted in black] for the period 0000 UTC 16–0000 UTC 22 May 2005. Solid 
lines are results for the OSE and dotted lines are results for the OSSE. The OSE results are the same in both panels. 
The OSSE results are for (a) perfect simulated observations (i.e., with no added errors) and (b) simulated observa-
tions with calibrated errors added. [Graphic created by J. Woollen, NOAA/Environmental Modeling Center (EMC).]
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LOOKING AHEAD. The new OSSE capability 
using the G5NR will be applied in a number of ex-
periments to obtain results compatible with today’s 
operational systems. These OSSEs will quantify the 
impact and optimize the use of various proposed 
and operational observing systems, including 
Geo-HSS and GNSS/RO, as well as MW sounders 
in GEO, UAS, CYGNSS, DWL (Baker et al. 2014), 
and others.

Additionally, we anticipate a number of enhance-
ments to the current OSSE system, including

•	 New NRs, with increased resolution to 3.5 km for 
selected periods in the G5NR and a new NR from 
ECMWF;

•	 New DA components from the O2R process to 
keep pace with NCEP advances, including hybrid 
four-dimensional DA, which is expected to soon 
become operational;

•	 Increasingly realistic simulated observations, 
which will introduce natural and realistic repre-
sentativeness errors and lessen the current depen-
dence on statistical error models;

•	 New applications of OSSEs to models of other 
components of the Earth system that interact 
with the atmosphere, including severe storms, 
ocean–wave–sea ice, land surface, ecosystems, 
cryosphere, air quality, atmospheric chemistry, 
carbon cycle, and space weather OSSEs;

•	 New applications of OSSEs to a wide range of ob-
serving systems applicable to these Earth system 
components, including measurements related to 
soil moisture, hydrometeors, air composition, 
gravity, ocean-bottom pressure, sea ice freeboard 
and thickness, fluxes of solar particles, and others;

•	 Coupled Earth system components in the NR, in 
the DA system, and in the observation simulation; 
and 

•	 Applications to warning systems and other sys-
tems with humans in the loop, which may neces-
sitate the incorporation of artificial intelligence 
systems as a stand-in for the human.
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